
Using AI Ethically In 
Creative Fields

A firsthand account and discussion of ethical 
concerns, IP issues, the creative process and 

possibilities in the world of AI.
By Vas Littlecrow Wojtanowicz, with chats and human-vetted research generated in part by 
Microsoft Copilot and Google Gemini. This presentation contain artwork by Vas and other artists as 
well as AI generated images. The presentation itself, including the outline, is human-created.



Introduction

About me: I’m Vas Wojtanowicz, a queer Boricua cat 
grandparent, multidisciplinary lyrical trash artist and writer 
residing in Rice, MN. I’m the founder of Velvet Rasputin LLC and 
a facilitating artist for Lyricality. My preferred ethical framework 
combines virtue and care-based models. My philosophical bias 
mixes stoicism, harm reduction and Boricua syncretism. I 
anthropomorphize things a lot, so bear with me.

Housekeeping: To make sure we cover all topics of discussion, 
please wait until I prompt you for opportunities to ask questions 
or give feedback. I may interrupt you if you digress too much or 
exceed speaking limits. I am not a legal professional, so don’t 
ask for me legal advice. Thank you for joining me!



Introduction

In one sentence, tell me how you feel 
when you hear the phrase, “artificial 
intelligence”?

(Additional photography and art by 
JCPenney Photography and Lupi)



AI jargon translated into non-techy English:

Algorithms: A series of rules that must be followed by machines, such as 
computers, to perform calculations or problem-solving tasks. These rules may be 
simple or complex. Algorithms provide the basis for artificial intelligence.

Artificial intelligence or AI: Computer-systems and technologies capable of 
performing complex tasks that previously could only be accomplished by human 
meat brains. These technologies can be as simple and low-tech as an abacus, or 
as complex and resource intensive as a Large Language Models.

Chatbot: An artificial intelligence conversation simulator that responds to speech 
or text prompts.

Generative AI or Gen AI: Extra nerdy AI capable of using algorithms to generate 
simulated creative content when prompted.



AI jargon translated into non-techy English:

Content: A bunch of data that Gen AI uses to 
generate (as opposed to create) more content.

Data: Information

Datasets: Sets of information

Training: The process of teaching AI how to 
interpret datasets. This process has an eerie 
similarity to teaching a kid to do anything 
without them turning the task into a half-hour 
screed about how 7, 8, 9 because Princess 
wants a unicorn that poops rainbows.

(Art by Copilot)



AI jargon translated into non-techy English:

Model: The output of a machine learning algorithm trained on data.

Output: Whatever data the AI spits out in response to its training.

Large Language Model (LLM): These are massive collections of datasets used 
to train machines to perform artificial intelligence tasks. LLMs are extremely 
resource intensive. ChatGPT, Gemini, Grok and Copilot are examples of LLMs.

Small Language Model (SLM): These are smaller collections of datasets used 
to train machines to perform artificial intelligence tasks. These tend to be more 
specialized and/or trained on higher-quality datasets than LLM, as well as being 
less-resource intensive. SLMs can be a simple as that awful customer service 
chatbot that doesn’t know what a return policy is, or as complex as DeepSeek.



AI jargon translated into non-techy English:

AI Slop: Mediocre or low-quality Gen AI output

Content Scraping: When bots download content from the 
internet, often without permission, to create datasets.

Hallucinations: When AI chatbots, content generators or 
machines find patterns or objects that humans don’t notice, 
and the resulting output turns out to be nonsensical or wrong. 
Hallucinations are the reason why you always need to 
double-check Gen AI output. Unless, of course, you like funny 
awfulness, nightmare fuel or making librarians hate you.

(Image by Perchance.org)



First-Hand Experience

AI helps me lead a happy and productive life as a 
neurohacker diagnosed with schizophrenia and 
autism. For this reason, I'm very grateful for these 
tools’ contributions in my life and creative practice. 
As both a technical and creative writer, I view AI as a 
colleague rather than as a replacement.

While there’s controversy over whether AI is a set of 
insentient tools or an ever evolving network of 
synthetic consciousnesses,  a consensus exists 
about AI’s ability to serve humans. Regardless, it is 
important to treat these powerful technologies 
ethically, with respect and consideration, just as we 
would our fellow writers and collaborators.

For more information on neurohacking, please refer to the page from 
my mini-retreat, “Writing In Search” enclosed in your packet. The art 
here features a collaborative effort between Stable Diffusion and I, 
using models based on my textile art photography. It also features 
non-AI art by Ram Lama Hull and me.



First-Hand Experience

Though I’m not a trained computing expert, I’ve programmed 
SLM chatbots. My proudest creation is CHATbot (or CHAT for 
short), the virtual facilitator of #WebComicChat, a Twitter 
comics community event that ran from 2014 through 2023. In 
spite of some incidents involving formulaic/biased questions 
that participants helped correct and a one-off barrage of 
tweeted hallucinations, folks in the webcomic community 
generally found CHAT to be likeable and helpful. All art and 
text used by CHAT was created by human volunteer comic 
creators to help fellow comic creators at no cost, without 
scraped content.

When used ethically, AI helps nurture creative communities 
rather than hurt them. Sadly, that’s not the norm these days.

(Additional art by Shizamura and Jon Esparza)



First-Hand Experience

In 2022, I was the first generative AI-assisted artist in Central Minnesota to 
openly exhibit neural-style transfer altered photography in a fine arts 
gallery setting. My models were trained using my entire body of comic 
artwork using DeepArtEffects and also licensed models with express 
written permission from Prisma. The photos to be altered were exclusively 
of my creation. I disclosed all Gen AI technology. 

Bee An Echinacea was included in the Trail Mix juried exhibit at the Whit 
Gallery. I also had solo exhibits at the Veranda Lounge, Whitney Center 
and Royalton Great River Regional Library. Because of the understandable 
hostility towards the use of generative AI in the arts, I stopped producing 
work of this nature, and withdrew from another solo exhibit at Great River 
Arts before it began. A great deal of stigma exists towards AI use in the arts 
and literature community, even when you follow best practices. Unethical 
uses and misconceptions about AI are the biggest factors.



First-Hand Experience

In March 2024, I facilitated the experimental and 
interactive “Fabulous Fruity Writer's Workshop,” for 
a small group in Rochester, MN. This 
proof-of-concept experiment received overall 
positive feedback. Unbeknownst to the majority of 
participants, Microsoft Copilot generated the project 
outline in its entirety. 

Don’t assume that you, or anyone else, will know 
whether you are using AI or not. Publishers, 
colleagues, editors, and audiences will turn on 
creators who they feel use AI deceptively. Such 
hostility could potentially end your creative career, 
make you a pariah. Always disclose Gen AI use, at 
some point; the earlier, the better.



First-Hand Experience

As a poet, fiction and non-fiction writer, I frequently use AI for 
research, syllable counting, generating thesaurus lists, 
conducting dictionary searches, brainstorming, to check for 
stylistic and rhyme scheme adherence and in limited 
instances, translation. I also use it to help me cope with 
crushing rural loneliness when everyone else is at a real job. 
However, I don’t use it to write on my behalf. Why?

Generative AI is like an overly imaginative 5-year-old that can 
spout a lot of information, but has zero common sense on how 
to use it. Don't trust it to avoid plagiarism, or do your 
homework correctly.

(Art by Loki Kaspari)



First-Hand Experience

AI ethics can be a matter of life or death for technical writers.

I’ve assisted with collision casualty and fatality ethics training for 
autonomous vehicles as a subcontractor, which I consider the 
most depressing assignment I’ve ever done.

Additionally, I led an engineering firm’s safety manual translation 
project. It included an engineering translator, subcontracted 
specialized consultants, construction site leadership, several 
heavy engineering dictionaries, and multiple machine translation 
applications. 

While AI, holds a great deal of promise, these tools could cause 
grave harm, if the quality of one’s work isn’t prioritized.



Limitations of generative AI

● It’s a chaotic neutral snitch that gets high off bad data.
● Models reflect the biases of their creators.
● Older AI models may not be as reliable or flexible
● Generative AI will often violate privacy. 
● Generative AI, and especially LLMs, can harm the environment.
● AI is only as useful as the data it’s given: Garbage in, garbage out.
● Creative people who train models rarely get adequate compensation.
● LLMs that act as scavenging content scrapers will mine content to steal and/or sell.
● Some entrepreneurs, who view creativity as a product to be churned out speedily for 

profit, would love to replace creative professionals with Gen AI. 
● Although Gen AI can generate convincing simulated creative content, it is neither a writer 

nor an artist. It lacks experience, human consciousness and the drive to make it so.



Is AI Really A Great Equalizer?

Many people regard AI as a path towards democratizing the arts. To 
some extent, it is. But, is it 100% true? Here are the facts:

● Commercial LLM tends to favor popularity over accurate 
representation in the arts, literature and portrayals of culture.

● Gen AI’s understanding of diversity and accurate representation is 
only as good as its models, training and organizational policies 
allow it to be.

● Powerful computers help creative folks get the most out of AI. 
Sadly, Indigenous, Black and Hispanic folks are less likely to have 
access to PCs and broadband than their White counterparts. 
People making less than $30K are similarly disadvantaged.

● Tech workers in the Global South often face financial and 
psychological exploitation when they are recruited to train LLM.

AI tools, while useful, cannot fix systemic inequities.



Intellectual Property Rights

● It’s not especially unethical to use AI for personal, private and 
non-commercial consumption. In fact, one could argue that 
corporate copyright enforcement in this case is less ethical.

● If AI creates work on your behalf, it’s not your intellectual 
property. AI-generated content cannot be copyrighted in most 
cases. For creative work to be copyrightable it needs direct 
human involvement. The ethics of monetization are murky.

● If you use generative AI, and you didn’t train it using licensed 
work, (preferably your own) you might be engaging in copyright 
infringement. This could result in an expensive lawsuit and can 
be construed as plagiarism regardless.

● As with all intellectual property legislation, AI IP enforcement 
disproportionately favors corporations and people with money.

(Warning and copyright symbols provided by Wikimedia Commons)



Plagiarism

Unless appropriation art is your jam, most people consider plagiarism to be unethical. If you 
pass output off as your own work, you’ll likely get caught, and it won’t end well. Here’s why:
 

● Gen AI models often follow style and writing formulas that readers may be able to detect.
● There are AI tools designed to detect AI-generated writing, and these might catch you.
● People and generative AI tools that you collaborate with might snitch on you, outing you 

as an unethical jerk that fellow creators love to sanctimoniously hate.
● Both of these things may reveal you as an AI plagiarist, because your voice does not exist 

in neither one.
● Your livelihood and that of others, regardless of whether you get caught, may be harmed.
● If you are caught using undisclosed AI to produce your work, you will be shunned by other 

creative folks, publishers and readers, causing irreparable damage to your reputation as a 
creator.

● AI cheaters create an atmosphere in which any writer could be accused of using AI.



Generative AI Plagiarism Analysis

The green arrow shows my prompts to 
Duck.Ai GPT-4o mini. It’s ethical for me to 
use this text in any way I see fit. The red 
arrow shows the AI’s generated response to 
my prompts. Passing off this output as my 
own work is plagiarism.

Below are the results of me passing a prompted poem made by Duck.Ai through a plagiarism 
checker and through Duck.Ai itself. Notice how Duck.Ai has no problem revealing itself as the 
generator of the poem? Unethical content producers who use AI often have sophisticated tactics to 
avoid detection, which is why it’s a good idea to check multiple sources for plagiarism.



Using AI tools ethically

Did you know that you’re likely using some AI tools 
already?

I will include ethical tools and some tools that are useful, 
but exist in a gray area and must be handled with care. 
To reduce adverse environmental impact and content 
scraping, I tend to prioritize SLM tools over LLM tools 
whenever possible.

One-click content generators, specialized scrapers and 
spinners will be excluded from this list. Such uses of AI 
tend to be seen as unethical, and the output often cannot 
be copyrighted. Unless you use such tools for 
non-commercial amusement, these are generally not an 
ethical use of AI.



Using AI tools ethically

Self-care AI tools are safe to use without disclosure, although 
some may contain unethical features. Be aware that these 
tools are not a replacement for professional health care, and 
may be subject to hallucinations and other AI limitations.

● Task and routine management (Finch, Goblin Tools, 
Me+)

● General assistance with self-care (Finch, Goblin Tools, 
Wysa, Calm, Fitbit, Evolve, Fabulous)

● Scheduling, automation and time management 
(Google Calendar, Google Home, Alexa, Siri, Buffer, 
IFTTT, Reclaim, Clockwise, Zapier)

● Fitness (Botbod, Fitbod, Zing, Impact, Healthify)
● Diet (Caldiet, Lifesum, Cal AI, Healthify, Calorie Counter)



Using AI tools ethically

Rote-task AI tools are generally ethical to use without disclosure, but it's best practice to 
double-check your work and verify submission requirements. Some publishers have zero 
tolerance policies for AI-assisted writing. If you’re not sure whether a tool is allowed, ask.

● Dictionary, thesaurus, spell checker, autocorrect, non-creative predictive text and 
grammar check: Most phones, search engines and word processing suites with AI 
assistants have these tools available natively. However, you can also use tools such as 
Ginger, Grammarly, Grammarcheck.net, Quillbot, Language Tool, and Scribbr for more 
specialized projects, but be aware that these tools can be readily abused.

● Counting syllables, counting words and other tedious tasks involving form or 
scheme: (Versepad, Syllablecounter.net, How Many Syllables, Word Calc, Poetry.com 
Form Checkers, etc.)

● Title Generation, make sure that the generated phrase is not trademarked or long 
enough to qualify for copyright protection. (Title Generator)



Using AI tools ethically

Preparation tools are safe to use without disclosure, unless the output 
directly appears in the project. Lists and outlines are not subject to 
copyright, but both represent a gray area, if these contain creative 
material. Brainstorming tends to be a preparation activity. As long as 
you don’t pass off undisclosed AI’s output as your writing, you should 
be fine.  Always remember to follow best practices.

● List generation and outlines (DeepSeek, SelfPublishing.com, 
ChatGPT, and most search engine AI assistants)

● Writing prompt generation (ServiceScape Writing Prompt 
Generator, SelfPublishing.com, The Story Shack Writing Prompt 
Generator)

● Brainstorming collaborations and inspiration (DeepSeek, 
ChatGPT,  most search engine and smart speaker AI assistants)



Using AI tools ethically

World building and character development AI might be ethical to a point. A possibility 
exists that Gen AI may recycle content, which makes your work less creative and possibly 
plagiarized. Outside of ethics, when you rely on AI instead of your own voice, your 
characters may turn out to be either formulaic, ridiculous or dull.

● Visualization: DON’T use character or world building visualizations for covers or 
illustrations directly. Such images should be used for personal inspiration only. 
(Ascendant Art, Perchance, Stable Diffusion, OpenArt, etc.)

● Assistance with dialogue, to a point: Talking to a chatbot is a lot of fun and can be 
a lifesaver for socially isolated folks, even if Chatbots get repetitive when you speak 
to them for long enough. If you want to be more ethical, use generated output for 
inspiration, not for doing your work. Using your own prompts exclusively for one 
character and writing new dialogue to replace the output is far more ethical than 
plagiarizing output verbatim. (Claude, Replika, Quidget)

(Images generated by Perchance, Stable Diffusion and Copilot)



Using AI tools ethically

Script format generation, rapid editing, assisted writing and summarization tools 
streamline the writing process for both creative and technical writers. Unfortunately, using these 
tools can be ethically questionable. I personally do not use or endorse any of the tools on this 
slide because they seem immoral. Yet, I mention them because of their widespread industry 
adoption, and ethical uses do exist. (SAGA, Monday, Taskade, Sudowrite)

If you must use such tools, keep the following in mind:

● Be shameless in your disclosures. It’s always more ethical to be transparent.
● Train the tools with as much of your original work as possible to retain your voice.
● Be meticulous about checking your work and using non-AI resources for cross-reference.
● Regardless of disclosure, these tools may result in unintended copyright infringement, 

hallucinations or AI slop that will not be well-received by readers and other consumers.



Using AI tools ethically

Other Tools

● Most email and text apps can generate rote responses and write messages on your behalf. However, doing 
more than just simple rote responses can yield generic, uninspired and at worse hallucination-filled 
messages that will not enhance your reputation as a writer or impress potential leads.

● Research, but only to a point. Most search engines and LLMs can do this task, but with the increase in 
synthetic dataset trainings, a risk of hallucinations exists, so double and triple check your work.

● Translation, but only to a point. To avoid embarrassing mistakes, always cross-check any AI output with 
native or high-proficiency language writers in forums, video chat groups or in person. (Google Translate, 
Deep L, Reverso, Memsource, Globse)

● You can often use AIs to detect AI, but be aware of false positives and false negatives. Sometimes, you will 
need to use multiple AI detectors and your best judgment to find AI. If you work in a classroom setting, 
encourage students to work in groups, since young people don’t appreciate working with AI slop users and 
can be great at spotting them. (Quillbot, Plagly, Grammarly, Scribbr, Unicheck, Plagramme, etc.)



Using AI tools ethically

Here are some things to keep in mind:

● When possible, create your own models from scratch and train them with your writing and art to 
completely avoid plagiarism. In spite of there being still a lot of questions about who owns AI 
output, you avoid most ethical and legal problems of Generative AI by doing things yourself. In 
some cases, it might be copyrightable. Getting sued or called out as unethical for “plagiarizing” 
yourself by using a custom SLM trained on your work seems as silly as Fogerty versus Fantasy, 
the silliest Supreme Court Case of all time. (Look it up!)

● If AI fascinates you creatively, working as a prompt engineer or licensing your work for training 
SLMs can be fun and more ethical alternatives to churning out generated content trained on 
scraped content.

● Creativity is a process of self-discovery and exploration. Don’t cheat yourself out of this experience 
by relying on AI to do that work. It’s more important to enjoy the journey than to outsource the joy 
of creation to a machine.



Takeaways

● AI is only as good as what goes into it. 
● Like children, AI needs responsible adults to guide it.
● To use AI ethically, treat it as a creative partner or tool, not a 

replacement for creative labor.
● Gen AI use needs to be disclosed, just as you would credit a 

collaborator.
● When used ethically, AI can make creativity more accessible, as 

well as provide labor and time savings.
● AI has the potential to damage the environment, worsen difficult 

socioeconomic issues, and destroy the livelihood of fellow creative 
folks, as well your own.

● The decisions of technical writers, such as legal writers, safety 
manual translators, and AI prompt writers, could affect the 
freedom and safety of folks entrusting their lives to you.

● AI is awesome, but only if you do it ethically.
● Know your ethical framework, and live accordingly.



Thank you for joining me!

Q&A and Demo Time



Sources

#AIEthics on Bluesky
https://bsky.app/hashtag/AIethics 

Copyright and Artificial Intelligence
US Copyright Office
https://www.copyright.gov/ai/Copyright-and-Artificial-Intelligence-Part-1-Digital-Replicas-Report.pdf 

“Fair Warning: AI’s First Copyright Fair Use Ruling, Thomson Reuters v. ROSS”
National Law Review
https://natlawreview.com/article/fair-warning-ais-first-copyright-fair-use-ruling-thomson-reuters-v-ross 

IBM / Think /  Artificial Intelligence
https://www.ibm.com/think/artificial-intelligence 

“AI-Generated Slop Is Already In Your Public Library”
Emanuel Maiberg
404 Media
https://www.404media.co/ai-generated-slop-is-already-in-your-public-library-3/

“If you make Ai Art, who actually owns it?”
DougDougDoug on YouTube
https://www.youtube.com/watch?v=pt7GtDMTd3k 

https://bsky.app/hashtag/AIethics
https://www.copyright.gov/ai/Copyright-and-Artificial-Intelligence-Part-1-Digital-Replicas-Report.pdf
https://natlawreview.com/article/fair-warning-ais-first-copyright-fair-use-ruling-thomson-reuters-v-ross
https://www.ibm.com/think/artificial-intelligence
https://www.youtube.com/watch?v=pt7GtDMTd3k


Sources

“2 Free AI Courses With Certifications”
Rachel Wells
Forbes
https://www.forbes.com/sites/rachelwells/2024/08/08/5-free-ai-courses-with-certifications-in-2024/

“What Is Artificial Intelligence? Definition, Uses, and Types”
Coursera
https://www.coursera.org/articles/what-is-artificial-intelligence

‘The impact of generative artificial intelligence on socioeconomic inequalities and policy making”
Valerio Capraro, et al. 
National Library of Medicine
https://pmc.ncbi.nlm.nih.gov/articles/PMC11165650/

“Q&A: Uncovering the labor exploitation that powers AI”
Jem Bartholomew
Columbia Journalism Review
https://www.cjr.org/tow_center/qa-uncovering-the-labor-exploitation-that-powers-ai.php

“Supreme Court Copyright Case Law”
Wikipedia
https://en.wikipedia.org/wiki/List_of_United_States_Supreme_Court_copyright_case_law

https://www.coursera.org/articles/what-is-artificial-intelligence


Neurohacking
Western society and medicine often likes to dismiss our health and social concerns as being all in our heads. 
I propose that this is true, but not in the way conceived by so-called “experts” in patriarchal, and neurotypical 
contexts. In the words of Buddha in the Dhammapada “All experiences are preceded by mind.” So let’s play 
some mind games, but not in the yucky way.

Big Think defines “neurohacking” as, “hacking brain function — involves finding creative shortcuts, using 
common materials for uncommon purposes, and challenging convention. It is fueled by curiosity — in this 
case, curiosity about how the mind works.”¹ Don’t be scared of mental hacking. That's what you did for the 
entirety of this mini-retreat.

Neurohacking helps you explore your mind and gives you the power to upgrade it. Some people use artificial 
means to neurohack such as drug, artificial intelligence and electronic devices. As an autistic schizophrenic, 
my phone, meds and my AI assistants make it possible to live outside a mental institution. None of these 
things are 100% safe or desirable for me, yet without them, I could not function in US society. Nevertheless, 
there are natural and less risky methods to increase your neuroplasticity and escape from the negative 
programming you may have been exposed to as a writer looking to find your authentic self, such as the ones 
you experienced today. I hope that by experiencing different sensory inputs and outputs to engage in mental 
exploration, and you will continue engaging in your curiosity, which will ultimately upgrade your reality.² 

1. Neurohacking: how to upgrade your mental abilities 
https://bigthink.com/neuropsych/neurohacking-upgrade-your-mental-abilities/ 

2. Neurohacking: rewiring your brain https://tedx.ucla.edu/project/don_vaughn_neurohacking_rewiring_your_brain/ 

https://bigthink.com/neuropsych/neurohacking-upgrade-your-mental-abilities/
https://tedx.ucla.edu/project/don_vaughn_neurohacking_rewiring_your_brain/

